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1. Motivations

SeqFormer: (ECCV 2022)

Ø Architecture of previous clip-based VIS methods

To distinguish objects depends mainly on:

Positions + Categories

ü Crowded objects
ü Similar-looking objects
ü Fast-moving objects

poor temporal consistency

🙅
🙅
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Ø Our work: mining discriminative object embeddings

• Embedding initialization for object tokens

• Inter-instance mask repulsion loss

Which is the target rabbit in the following frames?



2. Methodology 
To Mine discriminative object embeddings:

2.1 Query initialization for object tokens

2.2 Inter-instance mask repulsion loss

Fig. 1 Overview architecture of our proposed MDQE



2.1 Query Initialization
Architecture of the first decoder layer with our proposed query token initialization:  
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I. Ground-truth masks

II. Define its nearby non-target instances via box IoU:

III. Complementary GT inter-instance mask:

2.2 Inter-instance Mask Repulsion Loss
Predicted mask !𝑀!𝑀!

where 𝑝 is the pixel position index. if 𝑀!" ∪𝑀#"" = 1, 𝑊!"
= 2 otherwise 1.



3. Experimental Results

3.1 Ablation study

3.2 Main results

3.3 Visualization 



3.1 Ablation study for query initialization 

+9.8%



3.1 Ablation study for mask repulsion loss



3.1 Ablation study for clip length 



3.2 Main Results on R50 Backbone
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3.3 Visualization 
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3.3 Visualization 




