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Motivation

• Young children, two to four years old, consume 2.5 hours of 
online video per day on average. 

• Watching appropriate educational videos supports healthy child 
development and learning



APPROVE Dataset

• Curated educational YouTube videos expert-annotated into 19 classes 
(7 literacy codes, 11 math, and background)
• 193 hours 



Fine-Grained Education Code Labels



Challenges Addressed

• Fine-grained classification requires multi-modal understanding
• Supervised Contrastive Learning is limited to single label case



Proposed Approach

Class Prototype Contrastive Learning solves two problems in one shot:
1. Use of shared prototypes across modalities allows for alignment
• Features for video across modalities are pulled together 

2. Generalizing Contrastive Learning to multi-label Setting can be 
achieved through use of class prototypes
• Video features are attracted towards class prototypes of labels which are 

present in the video and repelled from labels that are not present



Overview



Multi-Label Contrastive Learning 
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Results: APPROVE



Results: YT-8M (1% subset)



Results: COIN 


