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Overview

➢ We investigate the existing Transformer-based method for image super-resolution 

through attribution analysis and feature visualization.

➢ We propose a Hybrid Attention Transformer (HAT) that combines self-attention, 

channel attention and a novel overlapping cross-attention.

➢ We introduce the same-task pretraining strategy to exploit the potential of SR 

Transformer for further performance improvement.

➢ HAT achieves the state-of-the-art performance on image super-resolution that 

significantly outperforms existing methods.



Overview



Motivation

Since SwinIR obtains impressive performance on 

image SR, we want to know:

➢ Why does the Transformer-based model perform 

better than CNN-based methods?

➢ How to design a better SR Transformer to achieve 

greater performance breakthroughs?

Liang, Jingyun, et al. "Swinir: Image restoration using swin transformer." ICCV. 2021.



Analysis

Thanks to the attribution analysis tool – LAM, we found that:

➢ SwinIR achieves better performance by utilizing fewer pixels, 

indicating that it has stronger local representation ability.

➢ SwinIR still restore wrong textures while RCAN obtain the 

correct results, suggesting that using more pixels may help.  

We further observe the blocking artifacts in the 

intermediate features of SwinIR due to the window 

partition mechanism. We think that the cross-window 

interaction should be enhanced.

Gu, Jinjin, and Chao Dong. "Interpreting super-resolution networks with local attribution maps." CVPR. 2021.



Proposed Method

The overall architecture of the proposed HAT.



Proposed Method

OCA computes Key/Value from a larger 

field where more information can be 

utilized for the Query directly.

The window partition for the proposed overlapping cross-attention.

We also introduce the same-task pre-training strategy by using large-scale 

dataset to further exploit the potential of SR Transformer. 



Quantitative Comparison



Visual Comparison



LAM Comparison



Ablation Study

Effects of different window sizes.
We investigate the effects of different 

window size on the performance and 

the utilized range of information.

We can observe that the model with 

larger window size has much better 

performance and activates more 

pixels for the reconstruction.



Ablation Study

Ablation study on OCAB and CAB.
We investigate the effects of OCAB 

and CAB in HAT on the performance 

and the utilized range of information.

We can observe that both OCAB and 

CAN enlarge the utilized range of 

information and obtain great 

performance gains.



Study on Pre-training Strategy

Comparison between the multi-related-task pre-training 

in EDT and our proposed same-task pre-training.

Li, Wenbo, et al. "On efficient transformer and image pre-training for low-level vision." arXiv preprint arXiv:2112.10175. 2021.

Effects of the pre-training for different networks.

Compared to the multi-related-task pre-

training, our same-task pre-training 

obtains better performance in the pre-

training and the fine-tuning stages.

All networks can benefit from the pre-

training strategy. For the same type of 

network (i.e., CNN or Transformer), the 

larger the network capacity, the more 

performance gain.



Model Complexity Analysis
Model complexity comparison of window sizes.

Model complexity comparison of window sizes.

Model complexity comparison of SwinIR and HAT.

Enlarging window size can bring a large 

performance gain (+0.36dB) with a little increase 

in parameters and ∼%19 increase in Multi-Adds.

The proposed OCAB can bring a noticeable 

performance improvement with limited

computation increase.

HAT-S achieves much better performance than 

SwinIR with fewer params and similar computations.

Simply Enlarging SwinIR cannot obtain comparable 

performance to our proposed HAT.



Conclusion

➢ We propose a novel Hybrid Attention Transformer HAT for image super-resolution.

➢ HAT combines channel attention and self-attention to activate more pixels for reconstruction.

➢ We introduce an overlapping cross-attention module to enhance the cross-window interaction.

➢ We further provide a same-task pre-training strategy to exploit the potential of SR Transformer.

➢ HAT achieves the state-of-the-art performance that significantly outperforms existing methods.
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