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Overview
• Video semantic segmentation (VSS) is a computationally expensive task.

• We propose to reduce the GLOPs by altering the input resolution.
• The presented AR-Seg reduces 60% GFLOPs while maintaining the accuracy.
• Our utilization of motion vectors can be adopted to other applications related to

compressed videos.
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Background
• Video semantic segmentation (VSS) is a computationally expensive task.

• Applying image-based models is expensive.  😤

• Compact image-based or temporally varying models are proposed. 🤔

• What about improving efficiency from the input side ? 🧐
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Motivation
• They ignored a crucial factor from the input side: the input resolution.

• The input resolution determines the amount of computation for image-related tasks.

• E.g. 0.5x0.5 down-sampling reduces the cost of convolution by 75%.

• Process keyframes in high-resolution and non-keyframes in low-resolution.
• With temporal correlation, the performance drop in LR frames can be mitigated by HR 

frames.
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Motivation
• How to use the temporal correlation and improve the accuracy of LR frames?

• Aggregate the HR features into LR frames.  😏

• Spatial misalignment for frames at different timesteps.  🤨

• Guide the feature aggregation with some motion cues.  🤔
• Optical flow can provide such motion cues. But expensive.  😤

• Most videos are compressed by video encoders, e.g. H.264, H.265, AV1. 
• Motion vectors in the compressed videos can also provide such motion cues. With 

almost no cost.  🤩
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Method
• We propose an efficient framework, AR-Seg, for VSS of compressed videos.

• It alters the input resolution of video frames to reduce the computational cost.  🤓

• And maintains the overall segmentation accuracy.  😎

Comparison between AR-Seg and existing methods. The overall pipeline of AR-Seg.



Method
• The proposed cross resolution feature fusion (CReFF) module. 

• Fuse the information inside HR features into the LR branch.

1. Warp the HR feature using motion vectors. 

2. Aggregate the warped features with local attention mechanism.

The cross resolution feature fusion (CReFF) module.



Method
• The proposed feature similarity training (FST) strategy. 

• Guide the aggregated features in the LR branch.

1. An explicit constraint: feature similarity loss. 

2. An implicit constraint: the shared decoding layer.

The CReFF module in the network architecture and feature similarity training (FST) strategy. 



Experiments
• Comparison with image-based methods.  L=12.



Experiments
• Comparison with video-based methods.

• AR-Seg is the only method that saves computation and maintains accuracy.
• !∆𝐺𝐹𝐿𝑂𝑃𝑠 ≤ 0 & !∆𝑚𝐼𝑜𝑈 ≥ 0



Experiments
• The design of CReFF and FST, and the keyframe interval.

Ablation experiments on CamVid dataset with PSPNet18. Settings used in our final model are underlined. 



Experiments
• About the local attention mechanism.

1. It corrects the wrong features in !𝐹!.
2. It complements the missing features in !𝐹!. 
3. It resists the misleading features from #𝐹".

P frame
Warped 
I frame !𝐹!

#𝐹" & 
Attention $𝐹! GT



Experiments
• About the local attention mechanism.

1. It corrects the wrong features in !𝐹!.
2. It complements the missing features in !𝐹!. 
3. It resists the misleading features from #𝐹".

P frame
Warped 
I frame !𝐹!

#𝐹" & 
Attention $𝐹! GT



Experiments
• About the local attention mechanism.

1. It corrects the wrong features in !𝐹!.
2. It complements the missing features in !𝐹!. 
3. It resists the misleading features from #𝐹".

P frame
Warped 
I frame !𝐹!

#𝐹" & 
Attention $𝐹! GT



Future Work
• More adaptive adjustment with more resolution levels.

• Experiments with more segmentation backbones.

• Apply the similar idea to other video-related applications.

• Object tracking, instance segmentation, etc.

• Utilize the existing information inside the compressed videos.

• …
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