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Quick preview

1. Problem: Adapting during test-time for segmentation
2. Methodology: Our efficient approach to TTDA for Semantic Segmentation 

eliminates the need for extra source data and improves computational efficiency.
3. Results: Our approach achieves superior performance with reduced 

computational cost and memory usage compared to existing methods.
4. Impact: Our research enables real-time inference in TTDA and DASS tasks, 

enhancing the practical application of these technologies.



Previous Approaches

Comparison with different TTDA methods. 

The proposed DIGA is a holistic method that has the properties of effectiveness (distribution & 
semantic adaptation and avoid unstable training & error accumulation) and efficiency (backward-
free).



Method
Pipeline



Method

Comparison with different TTDA methods. 

The proposed DIGA is a holistic method that has the properties of effectiveness (distribution & 
semantic adaptation and avoid unstable training & error accumulation) and efficiency (backward-
free).
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Experiments
Comparison with baselines



Experiments
Qualitative comparison of segmentation results



Experiments
Ablation study

● Effectiveness of DAM
● Effectiveness of SAM
● Effectiveness of Classifier Association



Experiments
Continuous adaptation

● Two version of Tent: cumulated error
● Ours is always better than Tent



Experiments
Time and space efficiency

● Space
● Time



Thanks!

Code: https://github.com/Waybaba/DIGA
Wechat: waybaba 
Twitter:  waybaba1   
Email: waybaba2ww@gmail.com  
Homepage: https://sites.google.com/view/waybaba


