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Text-to-Video Retrieval (T2VR)

 aims to retrieve unlabeled videos by ad-hoc textual queries
 two objectives: 1) effective 2) efficient 

Query: two girls doing a cups song

Top 1:

Top 2:

Top 3:



Motivation

CLIP4Clip: efficient but not effective enough
Recent methods: effective but inefficient

knowledge distillation
TeachCLIP: a good balance



Method

Attentional frame-feature aggregatiog block
Multi-grained teaching



Method

Multi-grained teaching
Coarse-grained teaching



Method

Multi-grained teaching
Fine-grained teaching



Results

TeachCLIP has the same efficiency as CLIP4Clip, yet has near-SOTA effectiveness.



Results

The weights by TeachCLIP are closer to the query-dependent weights by the teacher, 
especially on salient frames (manually marked out by red rectangles).



Conclusion

Main contribution
We propose TeachCLIP, letting a CLIP4Clip based network learn from more 

advanced yet computationally heavy T2VR models.
We propose Attentional frame-Feature Aggregation (AFA) to convey fine-grained 

cross-modal knowledge ,which introduces no extra storage / computation overhead 
at the retrieval stage.

Codes:
https://github.com/ruc-aimc-lab/TeachCLIP
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