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Minimax Diffusion

Background

Previous DD methods engage in sample-wise optimization at the pixel level or 
embedidng level. Such scheme suffers from problems of two perspectives:

1) The parameter space is positively correlated 
with the size of the target surrogate dataset, 
leading to more time and computational 
resource demands for distilling larger datasets.

2) The larger parameter space also increases the 
optimization complexity. Distilling larger-IPC 
datasets generates smaller pixel modifications. 

We intend to incorporate diffusion models to design a more efficient dataset 
distillation scheme. 
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Empirical Study

Good in diveristy, but 
not emphasizing the 
high-density area

The representativeness 
is good, but lacking 
diversity
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Method

ℳ: storing original embeddings
𝒟: storing predicted embeddings
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Experiments

Minimax diffusion surpasses other methods with much less requirement on training 
time and computational resources. 
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Experiments

The representativeness constraint improves 
performance on small IPCs. The diveristy 
constraint brings larger performance 
improvement. But grouping them together 
achieves the best performance. 
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Experiments

Minimax diffusion leads to better representativeness and diversity for the generated 
images. 



Thanks


