
Contributions
• We propose the first framework 
for human-centric point cloud video 
understanding for various tasks.
• Containing semantic-guided 
spatio-temporal representation self-
learning and hierarchical feature 
enhanced fine-tuning, our method 
takes advantage of prior knowledge 
o f  hu man s  for  hu man -ce ntr i c 
representation learning.
• Our method achieves state-of-
the-art performance on datasets for 
various human-centric tasks.

Motivation Prior Knowledge Extraction

Hierarchical Feature Enhanced Fine-tuning

Experiment

PCK↑

Our project：
https://github.com/yiteng-xu/CVPR2024-UniPVU-Human

↑  3D Pose Es�ma�on in LIP
←  Action Recognition in HuCenLife

• Ablation Studies of Network Design

• Effectiveness of Our Self-learning Mechanism in 
Semi-supervised Settings

• HBSeg: Extract body 
structure semantic.Considering that human has specific 

characteristics, including the 
structural semantics of human body 
and the dynamics of human motions, 
we propose a unified framework to 
make full use of the prior knowledge 
and explore the inherent features in 
the data itself for generalized human-
centric point cloud video 
understanding.

Semantic-guided ST Representation Self-learning

• Integrate global, part, and point level point cloud 
features to pre-trained STEncoder, therefore fully 
leveraging prior knowledge for effective and robust 
human-centric representation learning. 

• Based on structure semantics of human bodies, the 
model mines essential geometric and motion features 
from human point cloud video data itself by masking 
and predicting body part patches.

• HMFlow: Explore fine-
grained motion infomation

• Build HBSeg and HMFlow networks and 
synthetic  datasets to provide fine-grained 
geometric structure and motion information.


