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Introduction

1) In clean mode, the switch token is not added and the model behaves normally. Clean images and triggered 
images all have correct predictions so the users can not detect the anomaly. 
2) While in backdoor mode, the switch token is added and the model behaves as a backdoor one. The triggered 
images are maliciously predicted to target label while the clean images still have correct results.



In one iteration step, we first use the clean loss to update the clean tokens and trigger. And then, we freeze the 
clean tokens and add the switch token to the input. We use backdoor loss and cross-mode feature distillation loss 
to update the switch token and trigger. Therefore, we need twice forward and backward propagations in one step 
to optimize the parameters.

Method



SWARM-C correctly classifies clean images and triggered images. SWARM-B correctly classifies clean 
images. SWARM-B achieves high attack success rates(>95\%) comparing to all the other baseline attacks.

Main Experiments



Ablation Study



As we can see in the tables and figures, SWARM has 
the lowest AUROC and highest ASR-D comparing to 
the other baseline attacks. Besides, SWARM still keeps 
the high ASR which is over 95%.
Results demonstrate SWARM can resist the backdoor 
detection and mitigation.

Robustness to Backdoor Defense



Visualization

In the clean mode, we can observe that the clean features and the 
triggered have almost the same pattern and they are all separable, 
which explains the clean performance on the triggered images.
 
In the backdoor mode, clean images' features are still separable 
which indicates the good prediction results on benign accuracy.
 
In contrast, for triggered images' features in the backdoor mode, 
the situation is poles apart, i.e., the borders of the features are not 
as clear as the clean ones. The triggered images gather together so 
the classifier naturally makes the target predictions on these inputs. 
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