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Problem Statement

Input:  
From RGB camera, Lidar, sensor poses

Goal:  
Photorealistic appearance simulation 
of street scenes for training and 
verification of autonomy
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Motivation: Modern autonomous systems are often equipped with Lidar. 
     How can we use it more than just as a depth loss?



Contribution #1: Lidar Encoding

• Lidar holds strong potential for geometric guidance
• Lidar encoding through 3D sparse CNN has proven powerful in 3D 

perception framework, but is underexplored in NeRF
• Fuse Lidar encoding and hash grid feature
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Lidar Encoding
Ablation Study



Contribution #2: Robust Depth Supervision

Issue:
Inter-points occlusion due to the camera-
Lidar displacement

Goal:
Discard fake depth supervision adaptively

Intuition:
Count on near points initially and gradually 
add far points during training



Curriculum learning:
• Valid depth threshold  𝜖!" increases at a 

rate of 𝛼! 

• Valid depth offset 𝜖#"  decreases at a 
rate of 𝛼# 

• Adopt URF loss for samples in 

Contribution #2: Robust Depth Supervision



Robust Depth Supervision
Ablation Study



Contribution #3:
Augmented View 

Supervision
1. Colorize Lidar points in each Lidar frame
2. Accumulate colorized Lidar points
3. Project them to the augmented views
4. Filter out occluded signal (RGB / Depth)

Original View Augmented View



Augmented View 
Supervision

Ablation Study



Compare with SoTA
PandaSet Dadaset

Lane Shift

Interpolation
Blue: Training Views

Yellow: Test View



Compare with SoTA
PandaSet Dadaset

OursUniSimNerfactoInstant-NGPGround Truth
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Compare with SoTA
PandaSet Dadaset
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Compare with SoTA
NuScenes Dadaset
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Compare with SoTA
Argoverse Dadaset

NeRF-LiDAR-cGANOursGround Truth NeRF-LiDAR-cGANOursGround Truth NeRF-LiDAR-cGANOursGround Truth



Limitations & Future Work

• Not model dynamic objects in the scene
 à NeRF composition

• Not a real-time simulator
 à Textured Mesh / Gaussian Splatting 

• Not good for totally unseen regions
 à Diffusion priors



Thanks!


