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Introduction
Transformers have been successfully applied in video-based 3D human pose estimation (HPE). However, the high
computational costs of these video pose transformers (VPTs) make them impractical on resource-constrained devices.

How to achieve efficient VPTs?
• Large receptive field: Directly reducing the frame number can boost VPTs’ efficiency, but it results in a small

temporal receptive field that limits the model to capture richer spatio-temporal information to improve performance.
• Video Redundancy: Adjacent frames in a video sequence contain redundant information due to the similarity of

nearby poses. Moreover, recent studies found that some tokens tend to be similar in the deep transformer blocks.
• Seq2seq Inference: For fast inference, A real-world 3D HPE system should be able to estimate the consecutive 3D

poses of all frames at once in an input video.

Simple baseline, general-purpose efficient
transformer-based framework

HoT is the first plug-and-play framework for effi-
cient transformer-based 3D HPE. Unlike existing VPTs,
which follow a “rectangle” paradigm that maintains
the full-length sequence across all blocks, HoT begins
with pruning the pose tokens of redundant frames and
ends with recovering the full-length tokens (look like
an “hourglass” ). It is a general-purpose pruning-
and-recovering framework, capable of being easily in-
corporated into common VPT models on both seq2seq
and seq2frame pipelines while effectively accommodat-
ing various token pruning and recovery strategies.

Comparison with SOTA VPTs

Both high efficiency and estimation accuracy
HoT reveals that maintaining the full-length pose sequence is redundant, and a few pose tokens of representative

frames can achieve both high efficiency and performance. Our HoT achieves highly competitive or even better results
while bringing significant improvements in efficiency compared to the original VPTs.

Method
Hourglass Tokenizer ( HoT )

Token Pruning Cluster (TPC) Token Recovering Attention (TRA)

Summary of VPT architecture Our framework on seq2frame pipeline

Ablation Study
Ablation study on seq2seq (∗) and seq2frame (†) Ablation study on token pruning and recovering
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