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1. Background

Data-Free Knowledge 
Distillation (DFKD) task

Generation-based

Sampling-based

Existing Data-Free Knowledge Distillation (DFKD) task 
is based on the assumption that the original training data 
is not available due to privacy issues.

Existing methods synthesize data by generating modules 
or sample unlabeled data from the open-world. Based on 
this, they can be divided into: 1) generation-based; 2) 
sampling-based methods.

 The substitution data for distillation 



Motivations ：For existing DFKD methods, the severe distribution shifts between 
their substitution and original data causes performance bottlenecks.

2. Motivations & Toy Experiment

Analysis：
• For generation-based methods, the synthetic data relies on 

the teacher’s guidance, and it is easier to synthesize the class 
familiar to the generator.

• For sampling based methods, the sampled data entirely 
depends on the teacher’s preference for various classes.

Experiment:
By evaluating the substitution data and original training 

data of various DFKD methods, we found that there is a serious 
bias in image quality and category proportion.

Causal inference is dedicated to dealing with bias issues. Can we use this technology to address the challenges of DFKD?



3. Proposed Method

Firstly, we customize the causal graph according to the 
properties of the variables in the DFKD task. 

During the distillation process, the teacher and student are fed 
the same substitution data. Our causal graph is applicable to 
almost all existing DFKD methods so that it can be used as a 
general framework.

The causal graph in DFKD task 

Z → X:
The confounder Z causes the substitution data X 
to be biased compared to the original data.

Z → S:
The detrimental confounder Z confounds and 
affects the student’s training via the causal link.

X → T /S & T ↔ S:
The links reflects the interaction causal effect 
between these two predictions during knowledge 
distillation. Through these paths, the student
can learn consistent knowledge from its teacher.

The backdoor causal path as X ← Z → S.



3. Proposed Method

Theory and practice of backdoor adjustments  

From theory:
According to the causal graph and the causal theory, 
cutting off the backdoor causal path X ← Z → S can 
suppress the interference of the impure knowledge. 

In practice, 
We design a two-stage framework including:
(i) cofounder dictionary construction
(ii) knowledge distillation with bias compensation. 



3. Proposed Method

The original likelihood estimate：

Likelihood after adding the do operator：

Confounder Dictionary Construction:

Backdoor Adjustment & do operator:

Define dictionary：

Pre-trained model prediction and clustering stratification：

Knowledge Distillation with Bias Compensation:

Normalized Weighted Geometric Mean (NWGM):

The integration of the biased predictions and the prior 
information:

The prior information:

Predictions compensation:



4. Experimental Results

Performance Comparison



4. Experimental Results
Ablation study about prior information

Ablation study about confounder dictionary



4. Experimental Results

Visualization results Case study of causal intervention



5. Conclusion

• To our best knowledge, we are the first to alleviate the dilemma of the distribution 
shifts in the DFKD task from a causality-based perspective. Such shifts are regarded as 
the harmful confounder, which leads the student to learn misleading knowledge.

• We propose a KDCI framework to restrain the detri mental effect caused by the 
confounder and attempt to achieve the de-confounded distillation process. Besides, 
KDCI can be easily and flexibly combined with existing generation-based or sampling-
based DFKD paradigms.

• Extensive experiments on the combination with six DFKD methods show that our 
KDCI can bring consis tent and significant improvements to existing state-of-the art 
models. Particularly, it improves the accuracy of the DeepInv by up to 15.54% on the 
CIFAR-100 dataset.
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