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Motivation

Variations in editing regions can significantly influence the edited results! 

Previous text-driven image editing methods:
(1) Rely on either user-provided masks (mask-based) or learning fine-grained pixel masks as editing regions (mask-free)
(2) Hinge on learning of precise pixel masks, inaccuracies in these pixel masks could unintentionally 

affect the global visual presentation
(3) Some text-to-image models like Muse [9], cannot support the pixel masks as regions for editing

Our method:
(1) Explores to learn intuitive box regions for image local editing
(2) Can be integrated with other text-to-image models
(3) Solves complex prompts with multiple objects and extended length
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Method



Training details

Training objective: 𝐿!"#: Structural loss

𝐿$%#: Directional loss

𝐿&'%(: Clip guidance loss

Anchor initialization: 8 anchor points & 7 region proposals

CLIP guidance model: ViT-B/16 weights       

Editing model: Stable Diffusion-v-1-2         

Training setting:

Data source: Unsplash

Training strategy: 2 A5000 GPUs, 5 epochs, Adam optimizer, 0.003 learning rate, batch size is 1
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Experiments

203 participants in this user study!

Collect 60 samples from Unsplash for this experiment



Experiments (ablation studies)
Generalizability of proposed method (integrating with MaskGiT):

Effect of different loss components:

𝐿$%#: Directional loss

𝐿!"#: Structural loss



Experiments (ablation studies)
Effect of region generation methods (user study) Effect of loss components

Impact of the number of region proposals Impact of the number of anchor points

Default settings are highlighted with blue!

𝐿&'%(: Clip guidance loss𝐿$%#: Directional loss𝐿!"#: Structural loss

𝑆")%: CLIP’s text-to-image similarity score 𝑆%)%: CLIP’s image-to-image similarity score 



Results with diverse prompts
Various prompts for one kind of object:

Prompts featuring multiple objects:



Prompts with geometric relations: 

Prompts with long paragraphs: 

Results with diverse prompts



Additional results



Failure cases




