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Federated learning is an emerging learning paradigm where multiple clients collaboratively train a

machine learning model in a privacy-preserving manner. Personalized federated learning extends

this paradigm to overcome heterogeneity across clients by learning personalized models.

Federated Learning:



The main issues of current personalized federated learning:



Prompt Learning

[1] Zhou K, Yang J, Loy C C, et al. Learning to prompt for vision-language models[J]. International Journal of Computer Vision, 2022, 130(9): 2337-2348.



Global Prompt and Local Prompt

Data heterogeneity
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Directly calculate the similarity between two text features and image feature: 

× similar to computing the mean of text features and image feature

× make the two prompts close to the same point, leading to learn similar features



Optimal Transport (OT)

OT is a promising optimization problem to seek an efficient solution for transporting 

one distribution to another.
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Employ Optimal Transport (OT) to align two text features and image feature:

 compel two prompts to learn distinct information due to the constraints of OT

 more fine-grained cross-modal matching



Unbalanced Optimal Transport
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Federated Prompts Cooperation via Optimal Transport (FedOTP)



Federated Prompts Cooperation via Optimal Transport (FedOTP)

Matching scores:

Cosine similarity Optimal transport plan

Formulation:

Traditional Optimal transport Unbalanced Optimal transport

for fast optimization

entropic regularization term



Comparison with state-of-the-arts

+7%!



Comparison with state-of-the-arts
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Ablation Study



Heatmaps of similarity between text features and image feature maps

FedOTP-G: Global Prompt

FedOTP-L: Local Prompt



Heatmaps of transport plans related to global and local prompts
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Conclusion

• We have proposed to use optimal transport to promote cooperation between

global and local prompts for federated learning, namely FedOTP.

✓ Fast convergence and lower communication cost

✓ Capture consensus across clients and client specific traits at the same time

✓ Focus on the main object of the image

✓ More robust due to optimal transport
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