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Introduction - Task Definition

instance segmentation is one of the challenging tasks in computer vision

require the prediction of masks and categories for instances in an image
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mask category



Introduction - LVIS

LVIS is a large-scale instance segmentation dataset

• 164k images

• 2M high-quality annotations

• 1203 categories

• long-tailed distribution (“natural setting”) 

• frequent, common, and rare category group
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samples from LVIS dataset



Background

• instance segmentation is data-hungry

• most instance segmentation datasets today require costly manual annotation, limiting 
their data scale

• models trained on such data are prone to overfitting on the training set, especially for 
those rare categories
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the ongoing development of the generative 
model has largely improved the controllability 
and realism of generated samples

current methods use generative models for data augmentation by generating datasets to 
supplement the training of models on real datasets and improve model performance 

the Need for
Scalable Data Acquisition 



Background

Existing methods of generative data augmentation:

1) not fully exploit the potential of generative models

    crawl images from the internet  challenging, uncontrollable

    only manually designed prompts  limiting the potential output

2) not consider the discrepancy between real-world data and generative data

    explain the role of generative data from the perspective of class imbalance or data 
scarcity

    typically show improve model performance only in scenarios with a limited number of 
real samples
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Analysis of Data Distribution

explore the role of generative data from the perspective of distribution discrepancy

two main questions: 

1) Why does generative data augmentation enhance model performance? 

2) What types of generative data are beneficial for improving model performance?

6



Analysis of Data Distribution

Why does generative data augmentation enhance model performance?

the role of adding generative data is to alleviate the bias of the real training data, effectively 
mitigating overfitting the training data
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Analysis of Data Distribution

What types of generative data are beneficial for improving model performance?

1) insufficient diversity in the data can mislead the distribution that the model can learn

2) using diverse generative data enables models to better adapt to these discrepancies, 
improving model performance
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Method - DiverGen

Overview of the DiverGen pipeline
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DiverGen - GDDE

Generative Data Diversity Enhancement

enhance data diversity at three levels: 

• category diversity

• prompt diversity

• generative model diversity

help the model to better adapt to the distribution 
discrepancy between generative data and real data

10



DiverGen - Category Diversity

including data from partial categories results in lower performance than incorporating 
data from all categories

akin to human learning, the model can learn features beneficial to the current category 
from some other categories

increase the diversity of data by adding extra categories
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Implementation Details:

LVIS categories + selected ImageNet-1K categories (based on WordNet similarity)

training phase: mix, requiring the model to learn to distinguish all categories

inference phase: truncate the parameters in the classification head



DiverGen - Prompt Diversity

manually designed template (challenging to scale)

a photo of a single {category_name}
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ChatGPT designed prompt

three requirements:

1) each prompt should be as different as possible

2) each prompt should ensure that there is only one object in the image 

3) prompts should describe different attributes of the category

controllability of the generative model

add “in a white background” after each prompt  simple and clear background 
reduces the difficulty of mask annotation



DiverGen – Example of ChatGPT
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DiverGen – Example of ChatGPT
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DiverGen – Samples
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DiverGen – Comparison
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DiverGen - Generative Model Diversity

the quality and style of output images vary across generative models, and the data 
distribution learned solely from one generative model's data is limited

introduce multiple generative models to enhance the diversity of data, allowing the 
model to learn from wider data distributions
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Stable Diffusion: 512 × 512

DeepFloyd-IF: 256 × 256



DiverGen - SAM-background

step1: take the four corner points of an image as input prompts for 
SAM to obtain the background mask 

step2: invert the background mask as the mask of the foreground 
object
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DiverGen - CLIP Inter-similarity

step1: use the image encoder of CLIP to extract image 
embeddings for objects in the training set and generative 
images

step2: calculate the similarity between them
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DiverGen - Instance Augmentation

use the instance paste strategy to increase model learning efficiency on generative data
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samples of augmented data



Experiments - Settings
Datasets

official LVIS training split + 1,200k generative data

official LVIS validation split

Evaluation Metrics

LVIS box average precision and mask average precision

maximum number of detections per image: 300

Implementation Details

baseline: CenterNet2

backbone: Swin-L

training size: 896

batch size: 16 21



Main Results

• Data diversity is more important than quantity

without GDDE: initially improves but then declines, 1,200k is lower than 600k

with GDDE: 1,200k is higher than 600k, 600k is higher than 600k without GDDE
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Main Results

• DiverGen significantly outperforms previous methods

compared to the previous strong model X-Paste, we outperform it with +1.1 in box AP 
and +1.1 in mask AP of all categories, and +1.9 in box AP and +2.5 in mask AP of rare 
categories
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Ablation Studies - Effect of Category Diversity

• using extra categories to enhance category diversity can improve the model's 
generalization capabilities, but too many extra categories may mislead the model, 
leading to a decrease in performance
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Ablation Studies - Effect of Prompt Diversity

• with the increase in prompt diversity, there is a continuous improvement in model 
performance, indicating that prompt diversity is indeed beneficial for enhancing model 
performance
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Ablation Studies - Effect of Generative Model Diversity

• increasing model diversity is beneficial for improving model performance
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Ablation Studies - Effect of Annotation Strategy

• SAM-bg outperforms max CLIP strategy across all metrics, indicating that our proposed 
strategy can produce better annotations, improving model performance
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Ablation Studies - Effect of CLIP Inter-similarity

• CLIP inter-similarity can filter low-quality images more effectively
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Conclusions
• We explain the role of generative data from the perspective of distribution discrepancy. 

We find that generative data can expand the data distribution that the model can 
learn, mitigating overfitting the training set and the diversity of generative data is 
crucial for improving model performance. 

• We propose the Generative Data Diversity Enhancement strategy to increase data 
diversity from the aspects of category diversity, prompt diversity, and generative model 
diversity. By enhancing data diversity, we can scale the data to millions while 
maintaining the trend of model performance improvement.

• We optimize the data generation pipeline. We propose an annotation strategy SAM-
background to obtain higher-quality annotations. We also introduce a filtration metric 
called CLIP inter-similarity to filter data and further improve the quality of the 
generative dataset. 
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