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▪ Medical image segmentation is a critical step in pre-treatment diagnosis, treatment 

planning, and post-treatment assessments of various diseases.

▪ An efficient and effective decoding mechanism is crucial in medical image 

segmentation, especially in scenarios with limited computational resources.

▪ However, these decoding mechanisms usually come with high computational costs.

Motivation

We introduce EMCAD, a new efficient multi-scale convolutional attention decoder, designed to 

optimize both performance and computational efficiency.
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▪ Basic Depth-wise convolutions apply 

convolutions in a single scale (qxq). 

▪ Our Multi-scale Depth-wise Convolutions 

have multiple branches to apply 

convolutions on multiple scales (e.g., 

pxp, qxq, sxs) and add the outputs 

together. We empirically choose (1x1, 

3x3, 5x5) kernels for multi-scale depth-

wise convolutions in our EMCAD. 

Depth-wise Convolutions vs Our Multi-scale Depth-
wise Convolutions
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▪ Consists of a Channel Attention 

Block (CAB), a Spatial Attention 

Block (SAB), and a Multi-scale 

Convolution Block (MSCB).

▪ Captures multi-scale salient 

features by suppressing 

irrelevant regions.

▪ Depth-wise convolutions make 

MSCAM very efficient.

Efficient Multi-scale Convolutional Attention 

Module (MSCAM)
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▪ Fuse refined features with the features from 

skip connections.

▪ Uses larger kernel (3×3) group convolutions 

instead of point-wise convolutions.

▪ Captures salient features in a larger local 

context with less computation.

Large-kernel Grouped Attention Gate (LGAG)
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▪ Uses depth-wise convolutions followed by a 

point-wise convolution to reduce 

computational costs.

▪ Progressively upsamples the feature maps 

of the current stage to match the dimension 

and resolution of the feature maps from the 

next skip connection.

Efficient up-convolution block (EUCB)
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EMCAD Architecture
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Experimental Results Summary
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Average DICE scores vs. #FLOPs or #Params for different methods over 10 binary medical 

image segmentation datasets. As shown, our approaches (PVT-EMCAD-B0 and PVT-

EMCAD-B2) have the lowest #FLOPs and #Params, yet the highest DICE scores.



Quantitative Results
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Outperforms closest method by 0.68% with much lower #Params and #FLOPs.



Qualitative Results

The segmentation maps generated by our EMCAD have strong similarities with the GroundTruth (GT).
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Major Ablation Results
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Takeaways
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▪ Our multi-scale depth-wise convolutions make EMCAD more efficient and effective 

(1.91M #Params and 0.498G #FLOPs) compared to SOTA models.

▪ PVT-EMCAD-B2 outperforms SOTA models on 12 datasets that belong to six different 

tasks with 79.4% and 80.3% reduction in #Params and #FLOPs, respectively.

▪ Please read our paper for detailed information and visit 

https://github.com/SLDGroup/EMCAD for our implementation in Pytorch.

Thank You.
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