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q Traditional FL requires clients to update local model upon globally-aggregated server model
q Sharing local model/gradients are prone to gradient leakage attack and communication-

consuming
q Local update process can lead to forgetting of knowledge learned in previous global model, 

causing client drift and inferior convergence performance in non-IID scenarios

Background and motivation
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q We employ a novel model-aggregation-free framework to replace traditional model-
sharing FL strategies

q Model is trained only at the server, clients instead focus solely on learning and sharing a 
compact set of synthetic data, i.e., condensed data

Methodology and contribution
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q Learning local condensed data is enhanced by utilizing broader peer knowledge through 
Collaborative Data Condensation 

q Global model training is enhanced with Local-Global Knowledge Matching, utilizing more 
global insights other than condensed data only, improving the learning performance

q Improves convergence performance over traditional FL methods in the context of non-IID 
cross-client data distribution

Methodology and contribution
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Clients: 
1) download global model and class-wise mean logits 
2) update local condensed data using Distribution Matching 

loss regularized by Collaborative Data Condensation loss

Method in detail – FedAF framework

Sever: 
1) receive logits from clients and compute soft labels 
2) update the global model using cross-entropy loss 

regularized by Local-Global Knowledge Matching loss



6

Performance for label-skew non-IID scenarios (FMNIST, CIFAR10, CIFAR100) 
Please see our papers for the complete set of learning curves

Experiment results
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Performance for feature-skew non-IID scenarios (DomainNet)

Experiment results
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Impact of individual modules

Experiment results

Impact of different Image-Per-Class (IPC) values, see our paper for more ablation studies

Impact of model resampling
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Experiment results

Results with ResNet18 Comparison for communication cost
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Illustrative examples of learned condensed data 

Visual privacy and attack robustness

Results from reconstruction attack
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Thank you so much!

Contact: wang_yuan@ihpc.a-star.edu.sg


