
CVPR 2024 June 17 - 21 Slide 1

Gradient Reweighting: Towards Imbalanced Class-Incremental Learning

Jiangpeng He
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Imbalanced Class-Incremental Learning
• Learning classes incrementally from non-uniform data distribution
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Challenge - Dual Imbalance

• Inter-phase imbalance: disparities between stored exemplars of old
tasks and new class data

• Intra-phase imbalance: severe class imbalances within each individual
task
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Motivation
• The magnitude of weight update significantly biased towards instance-

rich classes
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Intra-Phase Gradient Reweighting
• Leveraging the per-class balance ratio during training process
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Imbalanced Catastrophic Forgetting
• Head classes suffers more forgetting than tail classes as most the

training data becomes unavailable in subsequent incremental phases
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Distribution-Aware Knowledge Distillation

• The DAKD loss prioritize preserving knowledge for classes with more 
training data lost during incremental learning

• Decouple the original distillation loss into a weighted sum of two parts
– 𝝈 = 𝟎, 𝟏 and 𝝈 = 𝟏 indicates balanced data lost and the DAKD will 

performs the same as regular knowledge distillation loss
Measure the imbalance 
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Inter-Phase Decoupled Gradient Reweighting
• Reweight the gradient for new tasks and learned tasks separately
• Tune the balance between stability and plasticity
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Experiments
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Weight Bias Correction Effects

The L2 norm of learned weight vectors
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Contact
he416@purdue.edu

Source Code
https://github.com/JiangpengHe/imbalanced_cil

https://github.com/JiangpengHe/imbalanced_cil
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