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Introduction

What is Model Merging?



Related Work

• Merging model by linearly adding Task 
Vector � onto the pretrained model.

• Training free, but models must be 
initialized with the same pre-trained model.

Training-free Model Merging 

• Merging model by distilling 
knowledge from multiple teacher 
models into student models.

• Need additional training.

Training-free Model Merging 



Related Work Training-free Model Merging -Unit Alignment

Merging

• Zipit：Align units across&within models• Git Rebasin：Align units across models



Motivation

Weights of units
• Reflects its connection strength with 

the units in the previous layer.
• Cannot capture the information of 

specific features (i.e. scale, offset) due 
to the absence of input data.

Activations of units 
• The same task can be achieved by 

distinct parameters.

How to represent neuronal units? 

...

Collect activations for the unit

Select weight vector for the unit



Motivation X-axis: Weight similarity of parents
Y-axis: Activation similarity of parents
Color: Merged units’smaller act. similarity with its parents
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Resnet50 trained on CIFAR10

Measuring 
• Activation similarity between parents
• Weight similarity between parents
• Smaller activation similarity between 

merged units and their parents



Method Merging under Dual-Space Constraints （MuDSC）

The MuDSC balances the inconsistency 
of unit similarity in weight space and 
activation space when merging models 
by linearly combining the similarity 
matrices both of the weights and the 
activations of the units to seek a better 
permutation matrix.



Method

1. Calculate the similarity between units.

2. compute permutation and then 
calculate the average of matched 
similarity within each pairs of groups.

3. compute permutation for each pairs 
of groups and then set the permutation 
of unmatched pairs to zeros.

Group Alignment for Group Normalization and Multi-Head Attention



Experiments

Merging models from random initialization

Merging models from same pretrained model

Merging Models of Homogeneous Tasks

Merging models on Imagenet（Resnet50）

• Ours MuDSC methods bring significant improvement in manifold multi-task scenarios 



Experiments

: Original loss

: loss of average 
estimator

Scaled Performence

Merging Models of Heterogenous Tasks

Taskonomy Dataset
• 12 Task&Pretrained model
• Merging pairwise



Experiments

Loss Landscape Visualization
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